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This study attempts to isolate the potential sources of grade inflation and

to measure their relative importance. We incorporate existing models of

grade inflation into a model of grade inflation at the department level. Our

data comprise 1683 separate courses taught in 28 different academic

departments by 3176 distinct instructors at a large public university over

two decades. Our results suggest that incentives to inflate grades vary

according to characteristics of academic departments. However, the vast

majority (over 90%) of grade inflation observed in our data is estimated to

be a result of either university-level factors or instructor-specific

characteristics.
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I. Introduction

By now it is essentially universally accepted that

grades at American colleges and universities have

shown a general upward trend over the past several

decades. Many studies have documented this trend,

and Stuart Rojstaczer has compiled the most com-

prehensive data in this area. Using information from

29 schools, he shows that Grade Point Averages

(GPAs) have increased approximately 0.15 points on

the usual four-point scale per decade since the late

1960s, with grade inflation at private schools pro-

ceeding at a more rapid pace than at public institu-

tions (Rojstaczer, 2008). In addition, Farley (1995),

Cluskey et al. (1997), Grove and Wasserman (2004)

and Bello and Valientes (2006) find evidence of rising

grades in a variety of colleges and universities.

This phenomenon is known as grade inflation, and

researchers from various disciplines have speculated

about its causes. Conceivably, students are simply

better and average grades have risen as a result of

this. There is some evidence to the contrary, usually

based on the observation that the Scholastic Aptitude

Test (SAT) and American College Test (ACT) scores

of entering students have not noticeably increased

and may in some periods have declined (Birnbaum,

1977; Kolevzon, 1981; Cluskey et al., 1997). Others

have argued that faculty members are inflating grades

in response to the now widespread use of Student

Evaluations of Teaching (SETs) in promotion, tenure

and merit evaluations. Institutional factors, such as

allowing students to drop courses at later dates than

before and degree programs that permit students to

take nontraditional (and perhaps easier) courses than
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before (Prather et al., 1979) have also been suggested,
along with a host of others. This literature is
summarized by Mulvenon and Ferritor (2005).

This study is an attempt to isolate the potential
sources of grade inflation and to measure their
relative importance. We add to the literature in two
ways. First, we incorporate existing models of grade
inflation into a model of grade inflation at the
department level. Our model establishes testable
hypotheses regarding the incentives for grade infla-
tion at the department level. Second, we employ a
rich data set to test hypotheses concerning grade
inflation for different aspects of the undergraduate
classroom experience. Our data allow for an analysis
of grade inflation that may result from the behaviour
of students, instructors, departments or the university
itself. Although the existing literature is vast, statis-
tical work to this point has been somewhat limited by
available data. Our research involves data from 1683
separate courses taught in 28 different academic
departments by 3176 distinct instructors at a large
public university over two decades (1984 to 2005), a
data set which covers a substantially longer time
period and considerably more courses and depart-
ments than any other study. The unique nature of the
data permits a much more comprehensive analysis of
the determinants of grade inflation than has been
possible previously. Our results suggest that depart-
ment characteristics, especially size and the impor-
tance of undergraduate education, have an impact on
grade inflation, but the vast majority of the grade
inflation observed in our data is a result of either
university-level factors or instructor-specific
characteristics.

II. Previous Literature

Many studies have addressed the theoretical under-
pinnings of grade inflation. Kelley (1972), McKenzie
(1975), Lichty et al. (1978) and Dickson (1984) are
examples of economic models in which student or
instructor efforts to maximize utility might lead to
grade inflation. To summarize, instructors may have
an incentive to inflate grades in order to improve
their scores in the students’ evaluations of their
teaching. There are as well numerous empirical
studies that have examined whether grade inflation
in fact affects SET scores. Early studies include Voeks
and French (1960), Nicholas and Soper (1972), Mirus
(1973), Nelson and Lynch (1984), Aigner and Thum
(1986) and Zangenehzadeh (1988). More recently, the
interested reader can examine Germain and Scandura
(2005), Hamermesh and Parker (2005), Isely and

Singh (2005), McPherson (2006) and McPherson
et al. (2009). While there are exceptions, the general
conclusion of this part of the literature is that to some
extent instructors can ‘buy’ better evaluation scores
by inflating expected grades. A number of papers
have made suggestions for addressing the problem of
grade inflation. Zangenehzadeh (1988), McPherson
(2006), McPherson and Jewell (2007) and McPherson
et al. (2009) argue that SETs should be adjusted so
that the advantage to instructors of inflating grades is
mitigated. Nagle (1998) and Felton and Koper (2005)
suggest the more direct approach of dividing stu-
dents’ grades by the average class grade so that grades
are comparable over instructors and courses.

There is also a small literature that attempts to
parse out the determinants of grade inflation, and an
even smaller one that suggests palliative measures for
grade inflation. Studies often discover evidence of
differential grade inflation by subject. Most com-
monly, disciplines that are traditionally more quan-
titative such as economics, mathematics, psychology,
chemistry and computer science exhibit less evidence
of grade inflation, while courses such as art, English,
music, speech and political science typically have
higher rates of grade inflation (Prather et al., 1979;
Sabot and Wakeman-Linn, 1991; Cheong, 2000).
Some contrary findings occasionally emerge. For
example, Anglin and Meng (2000) find that some
quantitative disciplines (biology, physics and chemis-
try) are among the most likely to inflate grades.

Other studies examine whether certain characteris-
tics of instructors make them more or less likely to
inflate grades. Kolevzon (1981) argues that low
grade-inflation departments are more likely to have
larger proportions of male faculty members, although
the direction of causality is not examined. Sonner
(2000) finds a positive correlation between average
grades and the proportion of a department’s classes
taught by adjunct faculty. Dickson (1984) presents
evidence that instructors in departments with fewer
students per instructor are more likely to inflate
grades, perhaps as a result of faculty concerns about
job security. Dickson (1984) also finds no evidence
that a faculty member’s tenure status affects his or
her likelihood of inflating grades. Cheong (2000)
makes an interesting observation regarding trends in
grades at the University of Hawaii-Manoa: Grade
inflation seems to exist, and there is some evidence of
a cyclical pattern, with spring semester grades higher
on average than those in the fall.

Unfortunately, much of the existing literature on
the determinants of grade inflation is rather limited in
terms of hypothesis testing. Kolevzon (1981), Sabot
and Wakeman-Linn (1991), Anglin and Meng (2000),
Sonner (2000) and Grove and Wasserman (2004) all
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use simple t-tests or other comparisons of descriptive
statistics to examine the issues. Studies that use
regression methodologies suffer from other short-
comings. Dickson (1984) examines grades in over 600
undergraduate courses, but over only a single aca-
demic year. Cluskey et al. (1997) consider a 15-year
period, but their data involve just four selected
accounting classes. Cheong (2000) estimates separate
regressions for student gender, by undergraduate
versus graduate status, and by upper-division versus
lower division courses with mean grade in all courses
at the university as the dependent variable as a
function of a time trend. Prather et al. (1979) consider
individual students’ grades over a 6-year period, but
these data are not treated as a panel since the authors
estimate a separate regression for 144 separate
courses.

III. An Academic Department’s
Optimal GPA

Following past literature, this article views the issue
of grade inflation as the outcome of economic
processes. An economic analysis of grade inflation
must consider the behaviour of economic agents at
several distinct levels. First, there is the level of the
individual student, as he or she makes decisions
regarding how much time to spend on alternative
activities. One option is for a student to spend time
on coursework, a decision influenced by the existence
of (and degree of) grade inflation. Next, individual
instructors are faced with costs and benefits of
inflating grades in their classes, in response to the
behaviour of students and their own preferences and
constraints. At the next level, departments must make
decisions on how to allocate scarce resources between
teaching, research and other departmental functions;
these decisions will also be affected by the cost and
benefit of inflating grades within and among different
departments of the same university. Finally, decisions
are made at the university level based on the cost and
benefit of institution-wide grade inflation, to the
extent that grade inflation impacts the number of
applicants and a school’s reputation.

McKenzie (1975) and Lichty et al. (1978) theoret-
ically model the behaviour of students in the face of
grade inflation, while Dickson (1984) models the
behaviour of instructors and Chan et al. (2007) model
the behaviour of universities under similar inflation-
ary grading. However, we are unaware of any existing
theory that attempts to shed light on the decisions of
departments within a given university. This article
does not attempt to create a general mathematical

model of the interrelated decisions of students,
instructors, departments and universities; instead,
we integrate the implications of existing theoretical
models with those of a model of department behav-
iour in the presence of grade inflation.

In general, we assume that a department can
indirectly control the number of its students by
assigning higher or lower average grades. Specifically,
higher average department grades are assumed to
attract students to the courses taught in that depart-
ment. This in turn affects the department’s output of
research, teaching and service in predictable ways.
We assume that individual instructors will act in the
best interests of departments; we do not attempt to
model the mechanism whereby individual faculty
members might be led to inflate or deflate grades for
the department’s sake. Beginning with a general
model of department behaviour, assume that total
department output (D) equals the aggregated amount
of research output (R), teaching output (T ) and
service output (S). Specifically, a department’s total
output function is defined as the following, where d(�)
represents a function that aggregates research, teach-
ing and service production into a single output
measure:

D ¼ d ðR,T,SÞ ð1Þ

Assume that each department maximizes total output
each time period subject to exogenous monetary
resources in that time period (M). The subscript on
time is suppressed in the following model. However, a
department’s decision-making process is assumed to
be period-by-period, where values from previous
periods are by definition exogenous. Expression (2)
defines a department’s optimization problem, where
Pr, Pt and Ps are the exogenous marginal (monetary)
costs of one unit of research production, teaching
production, and service production respectively, and
Ps is normalized to 1.

Max D ¼ d ðR,T,SÞ,

subject to M ¼ Pr � Rþ Pt � Tþ S ð2Þ

To facilitate an analysis of department behaviour
with respect to the inflation of average grades, we
assume the research, teaching and service output in
each period are functions of the number of students
taking courses in the department (N) and exogenous
characteristics of the department, faculty and stu-
dents (the vector X, components defined later). Our
model is based on the assumption that the number of
faculty available in any time period is exogenous, as
this number is established prior to each academic
year. Therefore, the faculty resource is fixed when a
department makes its choice of research, teaching
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and service. The fixed faculty resource is a component

of the X vector of exogenous characteristics. In

addition, a fixed faculty resource implies a fixed time

resource to be used in the production of department

output, a fact reflected in the specified productive

relationships below.
The definition of research output varies by disci-

pline and department, but it is invariably an aggre-

gation of the total scholarly output of all faculty

members. R is assumed to be a decreasing function of

N since any increase in students will imply that less of

the faculty resource will be available to produce

research output. This follows from the assumption of

a fixed faculty resource and the fact that additional

students require an additional time commitment on

the part of the department.

R ¼ rðN,XÞ, with r0n 5 0 ð3Þ

Teaching output is the number of student credit

hours, scaled by some measure of teaching quality.

While increasing N may reduce teaching quality as

the fixed faculty resource is spread over more

students, we assume that the direct effects of increas-

ing students on credit hours will offset the indirect

effects on teaching quality. Therefore, T will be an

increasing function ofN since any increase in students

will lead to increased student credit hours.

T ¼ tðN,XÞ, with t0n 4 0 ð4Þ

Service output is the aggregation of time spent by

faculty members in department and university service

positions including student advising. As is the case

with teaching, additional students require additional

service activity; thus, service will be an increasing

function of N, given the fixed faculty size in any

period.

S ¼ sðN,XÞ, with s0n 4 0 ð5Þ

This study concentrates on the influence GPA may

have on departmental behaviour. As discussed above,

a department can increase the number of students it

serves by inflating average GPA (G)

N ¼ nðGÞ, with n0g 4 0 ð6Þ

Substitution of expressions (3)–(6) into the optimi-

zation problem of expression (2) implies that a

department will maximize departmental output by

choosing average GPA given the production function

and resource constraint:

MaxD¼ d ðr½nðGÞ,X�, t½nðGÞ,X�, s½nðGÞ,X�Þ

subject toM¼Pr� r½nðGÞ,X� þPt� t½nðGÞ,X�

þ s½nðGÞ,X�

ð7Þ

The optimization problem given in expression (7)

can be solved by substitution. For purposes of
tractability, assume that research, teaching and ser-

vice each show constant (positive) marginal produc-
tivity in producing department output. Specifically,

let d0r ¼MPd
r ¼ a, d0t ¼MPd

t ¼ b, and d0s ¼MPd
s ¼ c.

Implicitly, we also assume that department output is
separable in research, teaching and service. A detailed

derivation of the mathematical expressions in this
section is given in the Appendix. The First-Order

Condition (FOC) for maximization is listed below.

r0nn
0
g½a� cPrs

0
nn
0
g� þ t0nn

0
g½b� cPts

0
nn
0
g� ¼ 0 ð8Þ

The FOC (8) relates optimal average GPA to the

exogenous parameters M, Pr, Pt and X. Because the

function for optimal GPA results from production
maximization and GPA is modelled as a productive

input, we refer to this function as a ‘demand function’
for GPA.

The expression implies that GPA will be increased

to the point that the marginal benefit of increasing
average GPA equals the marginal cost of increasing

average GPA. It is clear that optimum G chosen by
each department will be influenced by the nature of

each department, as well as whether this department
receives a higher payoff to research, teaching or

service. For instance, PhD-granting departments gen-
erally place a greater emphasis on research output and

may consider teaching and service output to be of
lesser importance. In the context of FOC (8), this

suggests that the marginal benefit of adding students

(by inflating grades) may be smaller for research-
focused departments. That is, the marginal produc-

tivity of research for such departments (a) is likely to
be high, and the reduction in research output that

results from an increase in the number of students (r0n)
may be larger for PhD than for non-PhD departments.

The marginal cost of adding students may also differ
according to a department’s focus. Ultimately,

whether PhD-granting departments are more or less
likely to inflate grades is an empirical question.

By using comparative statics analysis, we can use

the FOC to determine the expected sign of a change
in the exogenous variables. For purposes of this

study, we are interested in the change in average GPA

when department, faculty or student characteristics
change. Substitution of the optimum level of G

(denoted G�) into (8) and partial differentiation
with respect to a component of X yields the following

expression, where D00gg refers to the second derivative
of the maximized equation with respect to G:

@G�=@X ¼ �n0gðr
00
nx½a� cPrs

0
nn
0
g� þ t00nx½b� cPts

0
nn
0
g�

� cn0gs
00
nx½Prr

0
n þ Ptt0n�Þ=D

00
gg ð9Þ
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Given the second-order condition, D00gg 5 0, and

given n0g40 by assumption, the sign of a change in

any component of the X vector of department and

faculty characteristics will be determined by the sign

of the following relationship:

r00nx½a� cPrs
0
nn
0
g� þ t00nx½b� cPts

0
nn
0
g� � cn0gs

00
nx½Prr

0
nþPtt

0
n�

ð10Þ

By assumption, n0g, t0n, s0n, prices and marginal

products all are positive. However, r0n is negative, and

r00nx, t
00
nx and s00nx will vary according to the exogenous

change. Relationship (10) represents a weighted sum

of the change in marginal productivity of N in

producing department output with respect to chang-

ing a component of the X vector. If the sum is

positive, then @G�/@X40, and an increase in the X

component will lead to an increase in average GPA; if

the sum is negative, then @G�/@X50. Although

many of the terms in (10) can be signed a priori,

the total sign cannot be determined without

knowledge of the relative sizes of prices and produc-

tivity, which will vary by the nature of the depart-

ment’s goals for research, teaching and service. Thus,

the sign of @G�/@X is ambiguous and must be

determined empirically, given that it represents a

complex interaction between marginal productivity

and prices.
We return to relationship (10) in the subsequent

discussion of the empirical model and expected

coefficient signs. However, a quick example may

illuminate the intuition behind (10) and the difficul-

ties involved in signing the expression. Consider a

change in X that does not impact the marginal

productivity of N in terms of service so that s00nx equals

zero. In this case, signing @G�/@X means signing the

following:

r00nx½a� cPrs
0
nn
0
g� þ t00nx½b� cPts

0
nn
0
g� ð11Þ

The sign of (11) will be positive if the net marginal

return to X is positive, and negative otherwise.

Further assume that r00nx and t00nx are both positive;

even under such simplifying conditions, the sign

of (11) is unambiguously positive if and only if

(a� cPrs
0
nn
0
g)40 and (b� cPts

0
nn
0
g)40. Note that an

increase in either cPrs
0
nn
0
g or cPts

0
nn
0
g would increase

the likelihood that relationship (11) is negative.

Thus, high prices for research and/or teaching relative

to the normalized price of service (Pr and Pt)

could result in @G�/@X50. Likewise, a department

with a large commitment to service (i.e. large

c relative to a and/or b) will be more likely to

see @G�/@X50.

IV. Data and Empirical Methods

The data set is composed of course-level observations
for 21 academic years (1984–85 to 2004–05) at the
University of North Texas (UNT). UNT is a large,
comprehensive, state-funded university with more
than 25 000 undergraduate students. UNT has aca-
demic programs in all traditional subjects and awards
the PhD in many of those programs. These data have
the advantage of covering all UNT courses over the
study period. As is common in studies of grade
inflation, only undergraduate courses are considered.
In addition, certain courses are excluded from the
analysis because they are organized differently than
traditional university courses and their grading sys-
tems may be nonstandard. Individualized classes,
such as private music lessons, independent studies,
honors research and theses, practica, driver’s educa-
tion, and internships and cooperative education, are
not included. Similarly, student teaching, institutes
and study tours, and field studies are not considered.
Certain other courses are excluded since they may
also have distinctive grading systems; these include
activity-based physical education courses and lab
sections in which a separate grade is entered from the
classroom portion of the course.

Since we are especially interested in grade inflation
at the department level, observations in departments
that did not offer appropriate undergraduate courses
over the entire sample period are excluded.
Furthermore, courses taught in the summer or other
terms outside of the regular semester are excluded
because of concerns over comparability. To exclude
outliers, very large (above 100 students) and very
small (fewer than 10 students) classes are also
excluded, which equates to deleting the top and
bottom 5% of classes in terms of student size. Finally,
instructors with less than four courses taught are
excluded to facilitate estimation of instructor-specific
effects. After making these exclusions, the useable
data include 50 318 observed course sections of 1683
courses taught in 28 academic departments by 3176
instructors. These data represent 56% of the approx-
imately 90 000 courses taught over the time period
under study. Included departments and department
sample sizes are listed in Table 2.

An empirical model of grade inflation

The above theoretical model suggests that average
GPA in a department will be related to the charac-
teristics of the economic actors involved. Specifically,
the model predicts that average GPA will vary by the
characteristics of the department itself, of the depart-
ment’s faculty and of the students whom the
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department serves. Table 1 lists summary statistics for
the independent variables. To measure the character-
istics of the department, we include the number of
faculty members in each department each year
(Faculty size), average SAT scores each year for
students who take department courses (SAT_dep)
and the percentage of students in a department each
year who are either freshmen or sophomores
(Underclassmen_dep). Available SAT data include
average SAT scores for entering freshmen at each
university in each year. We construct a department-
specific SAT score (SAT_dep) as the average SAT
score weighted by the proportion of students in that
department that should have entered college in each
year. SAT_dep is the average SAT score for a given
department relative to the national average, and as
such measures improvement of UNT students relative
to all college students over time. The mean of
SAT_dep for non-PhD departments (2.7) implies
that students in our non-PhD sample had on average
2.7% higher scores on the SAT than the national
average. The variable SAT_class (discussed later) is
constructed in the same manner at the course level. In
addition, we include time-invariant fixed effects for
each department. Furthermore, we separate the
sample into PhD departments and non-PhD depart-
ments since we expect the goals of each for research,
teaching and service to be largely different for such
departments.

Recalling the discussion of expression (10), the
expected effect of changing an exogenous variable is
difficult to sign a priori. Consider the effect of an
increase in Faculty size on average GPA in a
department. In this case, r00nx, t00nx and s00nx will each
likely be positive, since adding a faculty member will
probably increase research, teaching and service
productivity. The overall sign of (10) will be positive
as long as the benefit of adding faculty members
outweighs the cost, where the cost of adding faculty
members is a function of prices, the importance of
service in department output and service productiv-
ity. Of course, the sign of relationship (10) may differ
between PhD and non-PhD departments in as much
as the cost and benefit parameters vary over these
departments. It will be similarly difficult to sign the
effects of the other department-level, exogenous
variables based on the model, but it may be reason-
able to speculate that departments populated by
students scoring well on the SAT will tend to assign
higher grades on average. Similarly, if experience in
the college environment and accumulation of knowl-
edge helps students perform better, a department that
has a greater proportion of freshmen and sopho-
mores might be expected to assign lower average
grades.

Given the wide range of instructor characteristics
that may influence GPA, we include such character-
istics in the form of an instructor-specific fixed effect
for each of the 3176 distinct instructors in our sample.
We include the following variables to measure
student characteristics at the course level:
SAT_class, Underclassmen_class and Class size.
Although the effects of these variables are not
modelled in this article, we can establish hypotheses
based on past research (see, e.g. Carney et al., 1978).
We hypothesize that GPA should be directly related
to the relative quality of students, as measured by
SAT_class. Furthermore, as at the department level
student grades should improve with experience and
maturity, so classes with higher proportions of
underclassmen should have lower GPAs. The rela-
tionship between the number of students (Class size)
and the average grade in a particular course may be
affected by differences in pedagogy at different class
sizes. For example, instructors of relatively smaller
classes may be able to provide more time to each
student, both during class and outside of class.
However, as class sizes increase, the time an instruc-
tor can spend per student necessarily declines. Other
sorts of pedagogical changes may also occur as class
sizes increase. In general, one might expect teaching
methods to shift towards assessments that may
encourage learning by rote. It is unclear a priori

Table 1. Summary statistics by course (n¼ 50 318)

Mean SD Minimum Maximum

Non-PhD departments (n¼ 13 826)
Dependent variable
GPA 2.858 0.550 0.708 4.000

Departmental-level variables
Faculty size 21.99 8.366 4 41
SAT_dep 2.693 4.402 �8.839 8.758
Underclassmen_dep 32.31 14.42 7.331 69.24

Course-level variables
Class size 30.81 16.24 10 100
SAT_class 2.681 4.468 �9.871 8.974
Underclassmen_class 31.24 27.17 0 100

PhD departments (n¼ 36 492)
Dependent variable
GPA 2.688 0.600 0.111 4.000
Departmental-level variables
Faculty size 54.79 34.66 10 123
SAT_dep 2.013 4.585 �10.01 8.708
Underclassmen_dep 41.12 23.96 1.231 73.49

Course-level variables
Class size 35.22 16.99 10 100
SAT_class 1.989 4.656 �11.59 8.974
Underclassmen_class 39.93 35.55 0 100

1190 R. T. Jewell et al.

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
N

or
th

 T
ex

as
] 

at
 0

5:
32

 0
7 

Fe
br

ua
ry

 2
01

3 



how this might affect average grades in a given class.
Note that the theoretical model treats the number of
students in a department as endogenous to the
department’s decision to inflate grades. The number
of students in each class is not endogenous to the
department’s decision, although it may be an endog-
enous variable for each instructor. We treat Class size
as an exogenous variable, since we concentrate on the
decision of the department.

Our dependent variable, GPA, is the average GPA
in each course on a standard four-point system.
Average GPA in all courses is 2.734, with PhD
departments and non-PhD departments having aver-
ages of 2.688 and 2.858, respectively. Overall UNT
average GPA increased from 2.493 in 1984 to 2.856 in
2005, an increase of 0.363 grade points and a
combined increase of 14.6%. For PhD departments,
the increase from 1984 to 2005 was 0.368 grade
points, while for non-PhD departments it was only
0.266. Note that the overall increase and the PhD
department increase is greater than the 0.307 average
increase over roughly the same period reported by
Rojstaczer (2008) for universities across the US,
which may indicate that UNT has experienced more
grade inflation than other schools and that much of
this extra increase was driven by grades in UNT

PhD departments. The time pattern of mean GPA
at UNT for PhD and non-PhD departments is
shown in Fig. 1.

An important purpose of this study is to analyse
differences in grade inflation across departments.
As an initial step, we report summary statistics by
department in Table 2, where departments are ranked
from lowest to highest average GPA. As expected, we
see that quantitative disciplines tend to have lower
average course grades; the five departments with the
lowest average GPAs are mathematics, accounting,
economics, chemistry and finance. Also, less quanti-
tative disciplines tend to have higher GPAs; the
five departments with the highest GPAs are teacher
education, speech, dance, recreation, radio, television
and film. This corresponds closely with findings
reported in the existing literature (e.g. Prather
et al., 1979; Sabot and Wakeman-Linn, 1991;
Cheong, 2000). Furthermore, there appears to be a
correlation between a department having a PhD
program and average grades. For instance, of the
departments with the lowest seven GPAs only
economics does not have a PhD program, and
among the departments with the highest eight GPAs
only teacher education and engineering have a
doctoral program.

Fig. 1. Average GPA by academic year
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Long-run properties of the data

Before estimating our regression model, it is neces-

sary to determine whether or not the variables are

stationary, since models that include nonstationary

variables cannot be estimated by traditional econo-

metric methods. When testing for stationarity in

panel data, one may choose from among a number of

Dickey–Fuller (DF)-based unit root tests, such as the

test of Im, Pesaran and Shin (IPS; 2003) or the

Lagrange Multiplier (LM)-based unit root test of Im,

Lee and Tieslau (ILT; 2005). While many researchers

might choose the popular IPS panel unit root test, we

employ the ILT test because it offers three important

advantages over the IPS test, which are described

below.
First, it is well known that DF-based unit root tests

such as the IPS test are not well suited to testing data

that contain a deterministic trend, as one might

expect to find in our analysis (Schmidt and Phillips,

1992). This is because of the way that a series’ level

and trend are specified in the testing equations for

DF-based unit root tests. Second, the ILT test has

superior size and power properties over the IPS test.

This is important when one considers that the low
power of conventional unit root tests often leads
researchers to conclude that variables are nonsta-
tionary when, in fact, they are stationary. Third, the
ILT test allows for breaks in the level of the series
under both the null and alternative, without depen-
dence on nuisance parameters. As Perron (1989)
showed, it is important to account for breaks, if they
exist, since there can be a significant loss of power
when testing for a unit root if one ignores existing
structural breaks. In addition, the ILT test corrects
for serially correlated errors and cross-correlation
across panels.

The procedure for testing for a unit root using the
ILT test is summarized as follows. We begin by
testing for a unit root while allowing for two breaks
in level, the locations of which are determined
endogenously from the data. If we find that the
data is not characterized by two breaks, we repeat the
testing procedure allowing for one break in level.
If no level breaks are found to exist, we apply the no-
break LM unit root test of Schmidt and Phillips
(1992). In this way, we jointly determine the number
and location of breaks, if they exist, as well as the

Table 2. Summary statistics by department (listed from lowest to highest average GPA)

Department Variable Mean Department Variable Mean

Mathematics� GPA 2.181 Management� GPA 2.751
n¼ 4767 Faculty size 65.69 n¼ 2010 Faculty size 37.47
Accounting� GPA 2.215 Computer Science GPA 2.790
n¼ 1699 Faculty size 28.68 n¼ 1604 Faculty size 25.07
Economics GPA 2.415 Philosophy� GPA 2.826
n¼ 1443 Faculty size 20.84 n¼ 924 Faculty size 12.30
Chemistry� GPA 2.521 Marketing� GPA 2.841
n¼ 569 Faculty size 14.49 n¼ 1616 Faculty size 24.23
Finance and Real Estate� GPA 2.541 Anthropology GPA 2.849
n¼ 2274 Faculty size 31.02 n¼ 598 Faculty size 10.72
History� GPA 2.549 Sociology� GPA 2.901
n¼ 2605 Faculty size 38.83 n¼ 973 Faculty size 19.76
Political Science� GPA 2.599 Journalism GPA 2.903
n¼ 1427 Faculty size 29.17 n¼ 1137 Faculty size 16.22
Languages GPA 2.602 Kinesiology GPA 2.926
n¼ 2827 Faculty size 32.23 n¼ 1777 Faculty size 28.89
Psychology� GPA 2.630 Engineering� GPA 2.936
n¼ 1229 Faculty size 34.81 n¼ 1139 Faculty size 15.46
Physics� GPA 2.632 Radio, Television and Film GPA 3.123
n¼ 924 Faculty size 19.13 n¼ 1194 Faculty size 19.95
English� GPA 2.718 Speech and Hearing Sciences GPA 3.256
n¼ 8282 Faculty size 111.3 n¼ 458 Faculty size 9.120
Biology� GPA 2.722 Dance and Theater GPA 3.268
n¼ 1166 Faculty size 28.80 n¼ 1405 Faculty size 14.76
Business Computer GPA 2.744 Recreation and Health GPA 3.283

Information Systems� n¼ 721 Faculty size 14.91
n¼ 1210 Faculty size 22.42 Teacher Education� GPA 3.458
Geography GPA 2.746 n¼ 3788 Faculty size 55.76
n¼ 662 Faculty size 10.50

Note: �Indicates PhD department.
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appropriate number of lags to employ to control for
any correlation in the errors, while also testing for the

presence of a unit root in the series. We note that the
test statistic follows a standard normal distribution

and a significant test statistic indicates that the series
is stationary. Table 3 presents the results of the panel
unit root tests applied to the variables of our analysis.

In all cases we are able to reject the null of a unit root
at the 99% level of confidence or better, implying that

the series are stationary in levels. Thus, we are able to
proceed with estimation of our model using all of the
variables expressed in levels.

Estimation methods

After ruling out the potential of data that are not

stationary, we employ standard panel data techniques
to estimate the determinants of average GPA using
an unbalanced panel of UNT courses from 1984–85

to 2004–05, including the above-mentioned indepen-
dent variables that measure characteristics of depart-

ments, faculty and students. In order to capture any
nonlinearities in the effects of the independent var-
iables on GPA, we also include squared terms for all

independent variables. Furthermore, we include a
linear time-trend (Trend and its square, Trend2) to

capture university-level grade inflation that is not
measured in the time pattern of other independent
variables. Panel data techniques allow for estimating

a fixed effect for each instructor. The demand
function for optimal GPA implied by expression (8)

can be restated as the following data-specific
equation:

GPAit¼ð�þuj ÞþDkt�þSit�þTrendtþTrend2t þ "it

ð12Þ

where i indexes course, k indexes department and t
indexes year. The instructor fixed effect, uj, represents
the extent to which instructor j (who teaches course i
at year t) has GPAs higher or lower than the overall
average net of the influence of other independent
variables. The vectors Dkt and Sit, represent charac-
teristics of department k in year t (Faculty sizekt,
SAT_depkt, Underclassmen_depkt, and squared terms)
and student characteristics in course i in year t (Class
sizeit, SAT_classit, Underclassmen_classit, and
squared terms), respectively. �, � and � represent
vectors of parameters to be estimated, and "it
represents the random error term.

The panel nature of the data also allows for
estimating department-level fixed effects. This option
gives the researcher the ability to include department-
specific constant terms, similar to the instructor-
specific constants in Equation 12. Including depart-
ment-specific effects will improve the explanatory
power of the empirical model if there are some
unobserved department characteristics that explain
differences in average GPA across departments. For
instance, departments may have distinct (time-invar-
iant) preferences towards ‘student-centeredness’ that
will impact the cost and benefit of adding students.
In terms of Equation 12, including department fixed-
effects would imply including those effects in the
vector Dkt.

V. Results

Table 4 gives results from two regressions based on
Equation 12, including instructor-specific and depart-
ment-specific effects both of which are time invariant.
Regression 4.1 includes only courses from those
departments that do not award the PhD, while
Regression 4.2 includes only courses in PhD-granting
departments. Such departments are separated due to
expected differences in the costs and benefits of
adding undergraduate students. Unsurprisingly, a
Chow-type test (results available from the authors)
indicates that the PhD and non-PhD samples should
not be combined. For brevity, the coefficients of the
instructor-specific and department-specific effects are
not reported, but they are available from the authors.
The SEs reported in Table 4 are corrected for
clustering on department, instructor and course.
Some studies (see, e.g. Carney et al., 1978; Anglin
and Meng, 2000) employ percentages of As and Bs
awarded as a dependent variable instead of average
GPA. The models reported in Table 4 were also
estimated using grade percentages. Because these
estimations do not show results that are substantively

Table 3. Panel unit root tests

Variable name Test statistic

GPA �75.21���

Faculty size �81.49���

Faculty size2 �86.08���

SAT_dep �99.56���

SAT_dep2 �127.57���

Underclassman_dep �53.93���

Underclassman_dep2 �84.31���

Class_size �74.95���

Class_size2 �65.14���

SAT_class �56.14���

SAT_class2 �84.30���

Underclassmen_class �116.36���

Underclassmen_class2 �64.32���

Note: ���Denotes significance at the 1% level.
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different than those reported here, they are excluded
from the article. However, these results are available
from the authors.

Time trend

The estimate of the trend suggests that there is grade
inflation at the university level. For non-PhD depart-
ments, the inflation is increasing at a slightly
increasing rate; for PhD departments, grades are
inflating at a decreasing rate. Based solely on the time
trend, the results indicate that average GPA at UNT
increased by 0.188 points from 1984–85 to 2004–05,
accounting for 52% of UNT’s overall increase. The
time trend is picking up the effect of time-varying
factors not measured by other independent variables.
More specifically, this result suggests that more than
one-half of the observed grade inflation at UNT over
the sample period would have occurred even if none
of the explanatory variables had changed. Thus, the
time trend either reflects changes in excluded vari-
ables or a general, institution-wide trend towards
increases in average grades.

One variable that is excluded in the estimation is
overall growth in UNT’s student population.
Specifically, the student population was approxi-
mately 14 000 in 1984–85, and it grew to over 25 000
in 2004–05. As is the case at many universities,
growth in the student population has outpaced
growth in the faculty resource at UNT. Perhaps the
time trend is measuring the grade inflation associated
with marketing the university to students or to a

general relaxation of course requirements allowing
existing resources to absorb the increased student
population. In addition to an overall increase in
student population, UNT also experienced a cultural
change over the sample period, moving from a
teaching-focused university (especially undergraduate
teaching) to a more research-focused institution with
lower teaching loads and higher research expecta-
tions. Perhaps the university-level change in focus
also resulted in an institution-wide change in the costs
and benefits of increasing average grades. It is also
interesting to note that UNT is continuing its
movement towards being a more research-centred
university, as well as increasing the size of the student
population. One might expect that university-level
grade inflation will continue to increase at UNT and
may continue to be above the national average.

Department-level variables

For non-PhD departments, Faculty size has a positive
effect on GPA, which increases as the number of
faculty grows. Faculty size and Faculty size2 are
jointly significant at the 1% level. The marginal effect
on increasing the number of faculty in a department
equals 0.006 grade points at the non-PhD-sample
mean of Faculty size. At first, as the average quality
of students in a department’s courses improves
relative to the national average, GPA rises. Above
SAT scores five percentage points above the national
average (the 53rd percentile of the sample), further
improvements in student quality lead to lower

Table 4. Regression results: instructor-specific and department-specific effects

Regression 4.1:
Non-PhD departments n¼ 13 826

Regression 4.2:
PhD departments n¼ 36 492

Coefficient SE Coefficient SE

Trend �0.00875a 0.0058 0.03694��� 0.0036
Trend2 0.00057��� 0.0002 �0.00125��� 0.0001
Faculty size 0.00331a 0.0038 �0.00414��� 0.0009
Faculty size2 0.00006 0.0001 0.00003��� 0.0001
SAT_dep 0.02191��� 0.0065 0.01406��� 0.0037
SAT_dep2 �0.00217��� 0.0006 �0.00207��� 0.0003
Underclassmen_dep �0.00372� 0.0020 0.00637��� 0.0016
Underclassmen_dep2 0.00005� 0.0000 �0.00007��� 0.0000
Class size �0.00996��� 0.0008 �0.00877��� 0.0005
Class size2 0.00005��� 0.0000 0.00005��� 0.0000
SAT_class �0.01420��� 0.0054 �0.02150��� 0.0031
SAT_class2 0.00191��� 0.0006 0.00191��� 0.0003
Underclassmen_class2 �0.00631��� 0.0005 �0.00790��� 0.0003
Underclassmen_class2 0.00003��� 0.0000 0.00005��� 0.0000

r2 (within)¼ 0.1187 r2 (within)¼ 0.0927

Notes: aLinear and squared terms jointly significant at the 1% level.
��� and � denote coefficient significant at the 1 and 10% levels, respectively.
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average grades. It may be the case that the presence of

substantially better students allows more challenging

material to be presented or that better students are

attracted to more difficult courses and majors.
Interestingly, the relationship between the propor-

tion of freshmen and sophomores in a department

and grades is U-shaped. As departments’ proportions

of underclassmen rise, average grades fall until about

the 63rd percentile, after which further additions of

underclassmen lead to higher grades. Presumably,

while a lack of experience and maturity among

freshmen and sophomores does lead to lower

grades, at some point departments’ cost-benefit

calculus changes. For instance, service departments

(i.e. those that teach substantial numbers of non-

majoring students) may find it less costly to assign

higher average grades in some courses. Similarly, a

department with courses in the university core cur-

riculum may perceive pressure to give out relatively

higher grades.
For PhD departments, Faculty size has a U-shaped

effect on GPA, with the marginal effect on increasing

Faculty size is negative up to the 71st percentile (68

faculty members) and positive for only the largest

30% of departments-course observations. However,

only three departments (English, Math and Teacher

Education) have yearly Faculty size greater than 68,

so the effect of faculty growth is negative for 14 of the

17 PhD departments represented. For the mean PhD

department, the marginal effect of increasing Faculty

size is extremely small, equal to �0.001 grade points.

It is curious that the effect of adding faculty on GPA

should be negative for most PhD programs, since one

might expect that adding faculty would encourage the

department to increase average grades so as to grow

the overall size of the department, as is the case for

non-PhD departments. On the other hand, the effect

of adding faculty on G� can be negative for depart-

ments that have a low payoff to teaching production.

Noting that r0n 5 0, relationship (10) can be rewritten

as the following summation:

ðar00nx � cr00nx Prs
0
nn
0
gÞ þ ðbt

00
nx � ct00nx Pts

0
nn
0
gÞ

þ jcn0gs
00
nx Prr

0
nj � cn0gs

00
nxPtt

0
n ð13Þ

For PhD programs that are highly focused on

research, a4 cPrs
0
nn
0
g, so the first summand is posi-

tive. However, since undergraduate teaching is given

low value in PhD departments, it is likely that

b5 cPts
0
nn
0
g and that the second summand is negative.

The third and the fourth summand are positive and

negative respectively. Thus, expression (13) is the sum

of two positive and two negative summands, and the

sign is more likely to be negative the smaller is b.

The relationship between GPA and the average
quality of students taking departmental courses (as
measured by SAT_dep) has a similar inverted-U
shape to that of non-PhD programs. However, the
effect of increasing the proportion of underclassmen
on average grades is rather different for PhD
programs. Instead of the U-shaped relationship
observed for the non-PhD programs, average grades
first rise with higher proportions of freshmen and
sophomores, thereafter falling. This result suggests
some sort of aspect of PhD-granting departments for
which we have not otherwise accounted. For exam-
ple, it might be the case that increasing the propor-
tion of underclassmen allows such departments to
fund additional graduate students. Furthermore, the
additional underclassmen may largely be taught by
graduate teaching fellows. If so, a department may
discover that the benefits of inflating grades outweigh
the costs. At higher proportions of underclassmen,
however, research faculty may increasingly be needed
to teach introductory-level classes. At this point the
cost of grade inflation may outweigh the benefits, and
the upward trend of average grades may reverse itself.

The results indicate that department-level measures
are related to average grades in theoretically predict-
able ways. Over the sample period, the average
department at UNT has seen a slight increase in
faculty members, a substantial increase in the average
quality of students and a modest decrease in the
percentage of lower division students. Despite the
statistical significance of the department-specific
effects in our estimation, changes in these factors
over time appear to account for less than 5% of
UNT’s overall grade inflation during the sample
period. Thus, we are forced to conclude that
department-level choices do not appear to be driving
grade inflation at UNT. Instead, department-specific
effects largely explain differences in average grades
among departments.

Instructor-specific effects

Although we do not report the estimated instructor-
specific fixed-effects, the estimation allows us to
analyse the impact of instructor characteristics on
grade inflation at UNT. Specifically, the results from
Table 4 (Regression #2) allow us to estimate uj for
each instructor, and we can evaluate the pattern of uj
over time since the composition of instructors change
each year. In 1984–85, the mean of uj was �0.0828,
and by 2004–05, the mean of uj had increased to
0.0631. Thus, average GPA in our sample of UNT
courses is estimated to have increased by 0.1459 grade
points due solely to unobservable instructor charac-
teristics. Although we cannot establish the specific
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characteristics that led to this instructor-level grade
inflation, it appears that the instructor effects were
responsible for approximately 40% of UNTs grade
inflation over the sample period.

The literature has examined the growing impor-
tance of SET scores in promotion, tenure and merit
raise evaluations, and how this might induce some
faculty to inflate grades in an effort to ‘buy’ higher
SET scores (e.g. Isely and Singh, 2005; McPherson
and Jewell, 2007). Researchers have presented evi-
dence that female instructors (e.g. Kolevzon, 1981)
are more likely to inflate grades. In many institutions
of higher learning, there have been increases in the
number of female instructors over the past several
decades. In the case of UNT, the female-male ratio
for instructors has increased from 0.27 in 1984 to 0.94
in 2005. As shown in Fig. 2, average grades given by
female instructors have increased more rapidly than
those of male instructors over this same period.
Although it is impossible to discern the nature of
these instructor-specific effects, one could speculate
that they are at least partially picking up the change
in gender composition of instructors and the rela-
tionship between an instructor’s gender and his or her
incentive to inflate grades. Certain time-varying
characteristics of instructors also may affect average
grades. For example, after the first semester, new

instructors typically adjust their grading to fit their
institution’s norms. This might mean that depart-
ments that are growing rapidly by frequently adding
new faculty might have greater rates of grade
inflation, ceteris paribus. Accounting for such effects
directly is beyond the scope of this article, but we did
duplicate our analysis excluding each instructor’s first
semester. These results (available from the authors on
request) are not markedly different from those
presented below, suggesting that any bias from this
is likely to be very small.

Course-level variables

Results with respect to the course-level variables are
remarkably consistent across the two regressions. In
both non-PhD and PhD departments, courses that
have more students tend to have lower GPAs,
although the marginal effect (at the sample mean) is
only �0.007 for PhD and �0.005 for non-PhD
departments. The estimated marginal effect of a
change in Class size is positive for the largest 2% of
courses in the sample. As suggested earlier, this may
reflect that the individual attention that the average
student receives decreases as the number of students
rises. That is, instruction may become less effective at
larger class sizes. With respect to grade inflation,

Fig. 2. Average GPA by instructor gender
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this result suggests that the increase in mean Class
size in our sample from 29.8 in 1984–85 to 34.5 in
2004–05 actually caused average grades to decrease;
thus, blame for UNT grade inflation cannot be laid at
the feet of forces that have increased the number of
students in the average course.

In both non-PhD and PhD departments, courses
with better students have lower GPAs, while the effect
of increased student SAT scores is positive in non-PhD
departments for values of SAT_class above the 52nd
percentile and in PhD departments above the 73rd
percentile. At sample means, the marginal effect
implies that a 1% increase in SAT decreases GPA by
0.005 for non-PhD departments and 0.014 for PhD
departments. While this effect is small in magnitude,
the direction of the effect is counterintuitive. In any
event, this suggests that were students at UNT not
increasing in quality, grade inflation would be an even
more significant phenomenon than it is. This may also
suggest that average SAT score is not an ideal measure
of student quality at the course level.

While it is true that the estimated coefficients on
Underclassmen_class2 are positive and statistically
significant for both samples, practically all depart-
ments are on the downward-sloping portion of the
function. Thus, increasing the percentage of under-
classmen in any particular class has the effect of
lowering average grades for both for PhD depart-
ments and non-PhD departments. As discussed ear-
lier, this may be the result of a process by which
students become more knowledgeable and experi-
enced about what it takes to succeed in a college
course, and perhaps generally more mature and
attentive to their studies. The trend in
Underclassmen_class is slightly negative over time,
suggesting that changes in this factor have increased
average GPA at UNT. However, the magnitude is
small and is more than outweighed by the negative
effect of changes in Class size and SAT_class.

Predicted grade inflation by department

As discussed above, department-level measures are
significantly related to average GPA at any point in
time. This result suggests that the time pattern of
these factors influences the time pattern of average
GPA, which further suggests that the rate at which
average grades change over time will be influenced by
department-level variations in these factors. Table 5
presents predicted GPA for each department at five
points in the time period: 1984–85, 1989–90, 1994–95,
1999–00 and 2004–05. The estimated predicted values
include the estimated effect of department and course
characteristics, the overall UNT time trend, the
department-specific fixed effects and the instructor-

specific fixed effects for instructors teaching courses
in a given department during each specific time
period. The table also reports the overall rate of grade
inflation by department over the entire time period.

Table 5 illustrates that predicted grade inflation
differs rather markedly between departments. As a
general rule, at any point in time departments
offering doctorates assign lower grades than those
that do not. Regarding grade inflation, for the most
part the results for UNT departments presented in
Table 5 are consistent with those reported in previous
research. Specifically, as Prather et al. (1979), Sabot
and Wakeman-Linn (1991) and Cheong (2000) found,
disciplines with a more quantitative focus (such as
computer science, physics, mathematics and engi-
neering) tend to inflate grades at a lower rate. On the
other hand, departments with little or no quantitative
focus, such as English, history and journalism, have
inflated grades to a much greater extent.

Table 5 also illustrates differences between PhD
and non-PhD departments at UNT in terms of how
grade inflation has varied over time. Interestingly,
most of the predicted grade inflation for PhD
departments over the entire sample period occurred
in the years 1984–85 to 1989–90 (8.8% for the average
PhD department). Predicted grade inflation in the
same 5-year period for the average non-PhD depart-
ment was only 1.3%; in the remaining 5-year inter-
vals, non-PhD departments showed a fairly stable
average grade inflation rate of about 3%. Average
predicted grade inflation since 1990 for PhD pro-
grams dropped to 2.3%, 0.9% and 1.2% in the
remaining 5-year periods. Thus, although PhD pro-
grams show higher grade inflation over the sample
period, much of the difference is due to grade
inflation in the mid-1980s, and non-PhD departments
have actually inflated grades at a higher rate than
PhD departments since 1990. While the causes of this
cannot be conclusively determined, it is interesting to
note that the 1980s saw UNT’s first effort to move
away from its roots as a primarily teaching institution
towards a more research-oriented focus. The univer-
sity even changed its name from North Texas State
University to the University of North Texas in 1988.
It is possible that PhD-granting departments entered
a phase during which there was a push to add
students, and grade inflation may have resulted from
this pressure.

VI. Conclusion

Our model leads us to expect differential grade
inflation by academic department, and our findings
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support this expectation. Further, we find substantial

differences in grade inflation trends by department

and for PhD and non-PhD departments. The average
PhD department assigns lower grades than the average

non-PhD department, perhaps because doctoral pro-
grams realize lower marginal returns from adding

students than other departments. However, the aver-
age rate of grade inflation for a PhD department is

greater than for non-PhD departments, but this
implication is driven by a high rate of grade inflation

for PhD programs early in the sample period. In
addition, we find a positive relationship between the

size of a department in terms of the faculty and
average grades for non-PhD programs, whereas for

the doctoral-granting departments growth in the
faculty size lowers grades for all but three depart-

ments. This may indicate that departments that have

more of a teaching focus may find that the marginal
benefit of adding students by inflating grades out-

weighs the marginal cost. When more research-
oriented departments grow, they are more likely to

add faculty members who would rather have fewer
students in order to spend more time doing research.

Unsurprisingly, increases in the average quality of

a department’s students tend to increase average

grades. However, at high levels of quality there is

some evidence that further increases in quality lower
average grades – this may suggest that departments

eventually adjust to better students by teaching more

challenging material. The results regarding increasing
the proportion of underclassmen are also interesting.

For non-PhD programs, increasing the proportion

initially lowers average grades; this is unsurprising if

student performance tends to increase with experi-
ence and maturity. Eventually, departments seem to

find that raising grades is in their best interests,

perhaps because at some point the department has
become a service department. The pattern is reversed

for the PhD departments – for these, increasing the

proportion of freshmen and sophomores initially

increases average grades, but later the relationship
turns negative. This finding may have something to

do with the ability of PhD departments to hire

graduate students to teach these underclassmen.
While departmental characteristics are significant

determinants of grade inflation, these factors are

Table 5. Predicted grade inflation (listed from highest to lowest predicted inflation)

1984–85 1989–90 1994–95 1999–00 2004–05 Inflation

All non-PhD departments 2.721 2.757 2.845 2.920 3.005 10.45%
Geography 2.350 2.826 2.701 2.707 2.746 16.87%
Journalism 2.716 2.817 2.943 2.968 3.167 16.61%
Languages 2.462 2.371 2.526 2.707 2.842 15.42%
Recreation and Health 3.034 3.315 3.147 3.340 3.409 12.35%
Dance and Theater 3.123 3.182 3.246 3.334 3.425 9.67%
Economics 2.344 2.303 2.464 2.453 2.555 8.99%
Radio, TV and Film 3.084 3.109 3.094 3.044 3.317 7.55%
Anthropology 2.850 2.799 2.834 2.895 2.924 2.62%
Kinesiology 2.840 2.850 2.996 2.901 2.870 1.04%
Speech/Hearing Sciences 3.223 3.194 3.368 3.350 3.224 0.03%
Computer Science 2.820 2.702 2.706 2.880 2.798 �0.78%

All PhD departments 2.449 2.665 2.728 2.752 2.786 13.78%
English 2.205 2.675 2.745 2.896 2.984 35.33%
Business Computer Information Systems 2.581 2.636 2.795 2.805 2.947 14.15%
History 2.320 2.484 2.594 2.626 2.644 13.99%
Biology 2.555 2.759 2.643 2.828 2.893 13.25%
Marketing 2.704 2.723 2.890 2.911 3.018 11.59%
Teacher Education 3.169 3.371 3.602 3.619 3.514 10.86%
Accounting 2.151 2.129 2.279 2.297 2.379 10.61%
Chemistry 2.319 2.435 2.587 2.672 2.560 10.40%
Political Science 2.416 2.522 2.749 2.644 2.633 8.98%
Management 2.625 2.719 2.798 2.804 2.842 8.24%
Sociology 2.711 2.813 2.887 3.084 2.906 7.18%
Mathematics 2.074 2.196 2.225 2.136 2.193 5.72%
Finance and Real Estate 2.403 2.548 2.452 2.568 2.541 5.71%
Physics 2.482 2.722 2.765 2.669 2.522 1.62%
Philosophy 2.660 2.827 2.853 2.889 2.677 0.66%
Engineering 2.836 3.060 2.957 2.801 2.805 �1.09%
Psychology 2.574 2.845 2.824 2.553 2.388 �7.23%

1198 R. T. Jewell et al.

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
N

or
th

 T
ex

as
] 

at
 0

5:
32

 0
7 

Fe
br

ua
ry

 2
01

3 



relatively small in magnitude. Of the variation in
grades that our regressions explain, less than 5%
results from departmental differences. Our estimates
indicate that the main determinants of grade inflation
at UNT are the time trend (explaining 52%) and
differences specific to individual instructors (40%).
The time trend is picking up factors that lead to
general grade inflation at the university level. This
sort of inflation may result from national or regional
trends in competition for students and public funding
formulas or other policies that may encourage
universities to add students. As such, a university
such as UNT may find it counterproductive to
actively discourage grade inflation. Our results also
suggest that individual instructors find it rational to
inflate grades for reasons specific to themselves. This
may in part reflect the now nearly universal use of
student evaluation scores as inputs into tenure,
promotion and merit raise decisions. A university
wishing to reduce grade inflation may need to base
evaluations of teaching on a broader array of metrics.
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Appendix: Model Derivation

a. Start with expression (7).

MaxD¼ dðr½nðGÞ,X�,t½nðGÞ,X�,s½nðGÞ,X�Þ,

subject toM¼Pr� r½nðGÞ,X�þPt� t½nðGÞ,X�

þ s½nðGÞ,X�

ð7Þ

b. Substitute in for s[n(G),X] from constraint

assuming implicit function theorem holds.

Max D0 ¼ d ðr½nðGÞ,X�, t½nðGÞ,X�,

s½nðM� Pr � r½nðGÞ,X� � Pt � t½nðGÞ,X��Þ,X�Þ

ð7:1Þ

c. FOC for maximization.

dD0=dG ¼ d0rr
0
nn
0
g þ d0tt

0
nn
0
g � d0ss

0
nPrr

0
nðn
0
gÞ

2

� d0ss
0
nPtt

0
nðn
0
gÞ

2
¼ 0 ð7:2Þ

d. Plug in constants for marginal products.

dD0=dG ¼ ar0nn
0
g þ bt0nn

0
g � cs0nPrr

0
nðn
0
gÞ

2
� cs0nPtt

0
nðn
0
gÞ

2

¼ 0 ð7:3Þ

e. Rearrange terms, gives expression (8) in text.

dD0=dG ¼ r0nn
0
g½a� cPrs

0
nn
0
g� þ t0nn

0
g½b� cPts

0
nn
0
g� ¼ 0

ð8Þ

f. SOC for maximization.

d2D0=dG2 ¼ ar00nnðn
0
gÞ

2
þ ar0nn

00
gg þ bt00nnðn

0
gÞ

2
þ bt0nn

00
gg

� cPrs
00
nnr
0
nðn
0
gÞ

3
� cPrs

0
nr
00
nnðn

0
gÞ

3

� 2cPrr
0
nn
0
gn
00
gg � cPts

00
nnt
0
nðn
0
gÞ

3

� cPts
0
nt
00
nnðn

0
gÞ

3
� 2cPtt

0
nn
0
gn
00
gg

¼ D00gg 5 0 ð8:1Þ

g. Take partial derivative of FOC (8) evaluated

at optimum G (G�).

@FOC=@X¼D00ggð@G
�=@XÞþan0gð@r

0
n=@XÞ

þbn0gð@t
0
n=@XÞ� cPrr

0
nðn
0
gÞ

2
ð@s0n=@XÞ

� cPrs
0
nðn
0
gÞ

2
ð@r0n=@XÞ� cPtt

0
nðn
0
gÞ

2
ð@s0n=@XÞ

� cPts
0
nðn
0
gÞ

2
ð@t0n=@XÞ¼ 0 ð8:2Þ

h. Rearrange terms, gives expression (9) in text.

@G�=@X ¼ �n0gðr
00
nx½a� cPrs

0
nn
0
g� þ t00nx½b� cPts

0
nn
0
g�

� cn0gs
00
nx½Prr

0
n þ Ptt

0
n�Þ=D

00
gg ð9Þ
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